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Abstract—Power System operator’s real time decisions depend
on available Supervisory Control and Data Acquisition (SCADA)
measurement systems. Under external disturbances like failure
in Fiber Optic (FO) cables ,measurement transducers etc.,an
operator may get inaccurate data displayed.To ensure reliable
operation of the power grid under such cases (including unknown
network topology),this paper proposes an interpretable data-
driven model Soft Lookup False data Matching (SLFM) through
Dynamic Time Warping (DTW) for estimating missing/suspected
SCADA data values. Numerical experiments conducted on one of
the utilities of the Northern Region of the Indian Grid with real-
time data of SCADA and Meter of PoC (Point of Connection)
feeders for four different cases and compared the results with
LSTM (Long Short Term Memory) Autoencoder model. The
experimental results demonstrated the better performance of the
proposed model.

Index Terms—Autoencoder, Dynamic Time warping, Energy
Management system, False Data, India, Long Short Term Mem-
ory, SCADA,

NOMENCLATURE

Number sets
R Real Numbers
Abbreviations
DTW Dynamic Time Warping
GAN Generative Adversarial Network
LSTM Long Short Term Memory
ML Machine Learning
PoC Point of Connection
SLDC State Load Dispatch Center
Data Representations
φ : DS 7→ DM Mapping function
A,B . . .N ∈ Pg PoC points of Grid-Stae X
Ax,Bx . . .Nx ∈ Px P0C points of State X-Grid
zmj,t ∈Mnxd Meter(True) data
zsj,t ∈ Snxd Measurement(SCADA) data
zscj,t ∈ Ckxd Corrupted Measurement data

DM Database of Meter data
DS Database of Measurement data

I. INTRODUCTION

Power is one of the most critical infrastructure component,
crucial for the economic growth and welfare of nations.
The existence and development of adequate infrastructure is
essential for the sustained growth of the Indian economy.

India’s power sector is one of the most diversified in the
world, consisting of more than 600 generating stations, 30
transmission licensees, 70 odd distribution licensees, 2 power
exchanges and 40 odd trading licensees.The National electric
grid in India has total installed generation capacity of 383 GW
(as of April 2021), out of which 54% is from coal, about 13%
Hydro, 24% Renewable, 7% Gas, and 2% Nuclear.

Recently, an event (depicted in figure 1) occurred in
Northern Region of Indian Grid. Due to inclement weather
conditions in the state utility network (X), its drawl deviated
from schedule to a large extent. The SLDC took corrective
action to control its under drawl from grid of quantum 300MW
only (based on available SCADA data and system operator’s
experience), whereas, its actual deviation was around 800MW.

However, the state X was unaware of its actual load during
that period due to suspected SCADA measurements(including
breaker status), which led to real load generation imbalance of
around 800MW.

To avoid such cases, there is a need for the tool beyond gen-
eralized state estimation [1] whose convergence is guaranteed
and estimates the individual feeder data even under suspect
measurement and topology.
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Fig. 1: State X drawl, Actual vs Measured vs Scheduled

A. Related Works

The missing data imputation can be done through the
following methods

• Naive method, which involves comparing the
erroneous/suspect data with previous or average
of historical data. If the difference is above the threshold,
the corrupted data be replaced with historical average
values. This method fails , whenever missing occurs for
a longer period.

• Multivariate time series [2] [3] [4] model with electrical
loads (typically random, volatile and seasonality) requires
multiple models for every case.

• The low-rank approximation - Matrix Completion [5]
[6] model assumes the low dimension data structure and
captures only the temporal relations but fails in time
dependencies. Moreover, it’s not possible to represent
every big data as a low-rank matrix.

• Parametric models like MICE invariants [7], treats the
missing values as set of linear regressors problem and
recursively updates the incomplete feature/attribute.

On the other hand, estimating suspected data comes under
the purview of data driven models like:-

• Cyber resilience [8] like defending False Data Injection
Attacks (FDIA) [9] , estimating false measurement
data along with topology [10], [11] recursively through
expectation maximization principle.

• Load forecasting with missing blocks -here in [12]
important feature extracted through family of De-noising
Auto-encoder for missing insensitive load forecast.

For temporal and spatial pattern recognition, time series
ML algorithms like LSTM/Recurrent neural network with
Auto-encoder [13] achieved State Of The Art (SOTA) results.

B. Main contributions of the paper

The inexplicability of ML algorithms like the LSTM Autoen-
coder, Denoising Autoencoders etc., weakens its applications
mainly on power system real time decisions.
To have a better interpretable and reliability in estimating
suspect / false data, proposed a model named SLFM based on
associative memory technique.

II. SOFT LOOKUP BASED FALSE DATA MATCHING (SLFM)
MODEL FOR ESTIMATING TRUE DATA FROM CORRUPTED

MEASUREMENT DATA

A. Problem formulation

Generalized modeling for predicting/estimating the true data
from the suspected measured time series data of length d
(Ckxd )through the logical grouping(ψ) of historical feeders
data (j = 1 : n) of state X (DS&DM ) shown in equation 1.

z∗scj:k,T = inf
Z∈ψ

h(zscj:k,T , Z) here h is loss function (1)

Here C ⊂ S ⊂ DS and z∗scj:k,T be the estimated measurement
of k suspected feeders data (zscj:k,T ).

In General, under no external influences, the power flow
pattern remains similar to previous day pattern. If there exists
any forced disturbances like fiber optical failure, weather
disturbance, cyber attack etc , then the power flow pattern
signature would be different and unique to the normal flow
pattern. The proposed model presumes the database has
all such patterns for proper recalling the true measurement
zmj ⊂ M from databases (DS and DM ) through a query
(corrupt data ) zscj ⊂ C .

B. Soft Lookup False data Matching model- recall method

The proposed method mainly consists of two steps.

• Recursively multiplying(associatively) the probability
distribution of similarity function (S(DS , z

sc
j )) with data

base (DS) (memory) to get nearest match of suspect
measurement within database.

• From the converged signature of corrupted data, extracted
the corresponding meter data through the mapping table
(φ) between DS & DM .

The probability distribution of similarity points over Database
(DS) be achieved through softmax() function.

Moreover, under well separated/ independent stored time
series data, the proposed model SLFM converges to unique
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retrieval point. and the converges of the method explained in
[14] and [15].

zscj,t = DT
S .(

exp(S(DS , z
sc
j,t−1))∑

k exp(S(DSk, zscj:n,t−1))
)

= DT
S .(softmax(S(DS , z

sc
j,t−1))) (2)

C. DTW - Similarity function for time series data

The heart of SLFM algorithm is Similarity function,to
avoid any such distinction in ramping or shift in drawl pattern
or time drift cases used DTW [16] [17] [18] as similarity
function.Whose objective function is shown in equation 3.

DTW (zs, zsc) = min
π

n∑
(i,j)∈π

√
||zsi − zscj || (3)

where π is time series align paths [π1 . . . πp]

The above optimization function be solved through dynamic
programming as depicted in equation 4.

ζi,k = ||zsj,i − zscj,k||+ min {ζi−1,k, ζi,k−1, ζi−1,k−1} (4)

DTW (zsi,j , z
sc
k,j) =

√
ζi,k (5)

For the proposed model, DTW distance be used as similarity
function.

S(DS , z
sc
j ) =

∑
i,k

DTW (zsi,j , z
sc
k,j)

zscj,t = DT
S .
(
softmax(S(DS , z

sc
j ))

)
(6)

∼ converges to zsj ∈ S ⊂ DS

Here equation 6 helps in finding out the best match from
the probability distribution of similarity function. Under
well separated case, the softmax of similarity function gives
1(highest) to matched ones and zero(very low) to others .

Now,using a mapping table φ, true meter data be recalled
for the respective SCADA measurement data (zsj ) is shown
below.

zmj = φ(DM , z
s
j ) where φ : DS 7→ DM one to one (7)

Here z∗mj:k ⊂ zmj:n is the perfect recall for the corresponding
corrupted data zscj:k.

III. PROPOSED MODEL (SLFM) FLOW CHART

The flow process of the proposed model is shown in
the depicted flow chart.As described in the mathematical
modeling ,to get the nearest match for suspected feeder
data (zscj,t−1) , the loop (depicted in L1 of flowchart fig 2 )
runs until the threshold ε. However, for well separated case,
not more than two loops required for attaining the convergence.

Start

C,M,S,DM , DS , ε, δ,

zscj,t

||zj,t −
zj,t−1|| ≤ ε

DT
s soft.(S)

S(DS , z
sc
j,t−1)

DS

DM

φ(Dm, z
s
j )

zmj Recalled true data

||zmj −
True|| ≤ δ

Update
DM&DS

STOP

No

No

L2

L1

Fig. 2: SLFM algorithm flow chart

In this case, the true data (validated meter data) generally
available after 7 days, hence the log of the estimated results
be maintained in separate table, once the true data available,
the loop L2 gets activated (as shown in flowchart). If the error
between estimated and true data below the threshold δ (our
case, we took 100) then no need for any change/modify within
the databases (DM & DS).

IV. RESULTS

A. Data setup and analysis

State x net drawl is being calculated from the interconnected
26 nos of feeders, the drawl details have been shown in fig 3.
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All 24nos of feeder’s drawl (MW) meter as well as its
respective MW values of SCADA was collected for 3 months
at 15-minute interval for estimating the corrupt data using
LSTM and SLFM,

Fig. 3: State X poc feeders connectivity with Grid poc

The heat plot of meter data (fig 4) showed that all the
feeders data were independent with each other. Whereas,
dependencies/high correlations were observed in between
parallel feeders only i.e (feeders 7,8,9,&10). Moreover, from
the histogram plot of fig 4, understood that the feeders of
2,12,13,24,25 were almost ideally loaded most of the time.

Figure 6 shows that, on an average 10 % of SCADA data
being corrupted/ stuck at a particular value and from heat and
distributions plots of SCADA. Fig 5 displays that feeder 16
data has zero value throughout the collected period.

All the simulations and test cases are done on python,
for the LSTM-Autoencoder we used Pytorch model run on
NVIDIA GeForce GTX 1050Ti and having Ram 8GM of
windows 10 PC.

TABLE I: Cases of faulty measurement data
CaseNos Conditions Suspect feeders

1 Parallel feeder data suspect 18, 19
2 False data injection 8,9,10,11
3 Unknown weather disturbance 22,23,25,26

The proposed model applied on three different cases
as shown in Table 1, and compared the results with
LSTM Autoencoder in every case and the results discussed
comprehensively.

B. Testing results and discussions

Test were conducted on the above depicted four cases and
the results are shown in figures 7 to 9.
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Fig. 4: State X feeder’s drawl Meter data Heat plot
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Fig. 5: State X feeder’s drawl SCADA Heat plot

Fig. 6: Percentage of Measured feeder’s data stuck at specific
value of State X
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Fig. 7: case-1 comparison of SLFM with LSTM- BAR plot

Case1 , suspected data, ML based models are sensitive to
such adversarial disturbances whereas the proposed method is
robust to suspect/stuck at any particular value of any feeder
data, the estimated flow through SLFM (the distance found
to be 19) retrieved the corresponding data through mapped
Meter database and the results are shown in fig 7.

Case 2, random (Gaussian distribution) data was injected
to particular parallel feeders as described in table, again the
proposed method SLFM achieved perfect recall with the
minimum distance 49, fig 8.

Case 3, recent unknown disturbance, where that incident
signature is not in the stored database, hence the perfect recall
is not possible. However, the model (SLFM) achieved better
than the standard LSTM Auto-encoder technique , fig 9.

V. CONCLUSION

In this paper, memory retrieval based SLFM model along
with DTW (similarity measurement technique) proposed for
estimating corrupt time series data problems. Comparative
results shows that the proposed model achieved better
results than the ML models not only in accuracy but also
in interpretability, adversarial robustness and guaranteed
convergence. The major limitation observed was, under worst
and unknown pattern case, the estimated value would be at
most the mean of the historical similar databases.
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Fig. 8: case-2 comparison of SLFM with LSTM- Line plot
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